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Abstract

Recent years have seen an explosion of activity from 
states and non-state actors seeking to manipulate on-
line political discourse at home and abroad. These ef-
forts have leveraged a range of different techniques, 
from the use of swarms of automated bots to the sys-
temic spreading of misleading or outright fabricated 
information through social media. Most dramatical-
ly, recent revelations at the time of writing have sug-
gested that the use of these techniques by the Russian 
government may have played a role in swaying the 
outcome of the 2016 US presidential election. Tech-
nological trends seem poised to make these types of 
online psychological operations (psyops) ever cheap-
er, more effective, and difficult to attribute in the near 
future. Given the potential for this new generation of 
psyops to destabilize the global political environment, 
what can be done through channels of international 
law and other forms of coordination to combat or 
control the impact of these persuasive campaigns?

This paper examines this question in the context of state 
and non-state actor use of online psyops to undermine 
other states. It examines the current state of develop-
ment of these techniques, and projects future capabili-
ties based on recent advances in artificial intelligence 
and quantitative social science. It then examines a set 
of applicable international legal frameworks, arguing 
that the existing body of laws and norms fail to ade-
quately constrain the use of these techniques. Finally, 
it provides a set of potential interventions for explora-
tion, considering both technical and legal approaches.

Support for this paper was provided by  the European 
Research Council under grant “COMPROP—Computa-
tional Propaganda: Investigating the Impact of Algorithms 
and Bots on Political Discourse in Europe.” Any opinions, 
findings, conclusions or recommendations expressed in 
this material are those of the authors and do not necessar-
ily reflect the views of the European Research Council.

Introduction

Recent years have seen an explosion of activity from 
states and non-state actors seeking to manipulate on-
line political discourse at home and abroad. These ef-
forts have leveraged a range of different techniques, 
from the use of swarms of automated bots to the sys-
temic spreading of misleading or outright fabricated 
information through social media. They have been 
used for a range of different purposes, from hinder-
ing the online coordination of dissenters to supporting 
the effectiveness of military activity on the ground. 

On one level, these efforts are not novel. Indeed, psy-
chological operations (psyops) by states and non-state 
actors have a long-standing history in conflict that 
precedes the rise of the Internet.1 Similarly, the use of 
propaganda to shape domestic public opinion and un-
dermine dissent is an established phenomenon, which 
echoes contemporary cases seen on the Internet.2

However, the unique characteristics of the online 
environment and advances in technology seem 
poised to give rise to a new generation of techniques 
which are greatly expanded in scope and effective-
ness. Whereas earlier attempts to manipulate pub-
lic opinion were expensive, slow, data poor, and 
attributable, contemporary techniques are cheap, 
fast, data rich, and difficult to attribute. These fac-
tors are likely to make these techniques consid-
erably more destabilizing to the international en-
vironment, and increasingly so in the near future.

This paper takes up a specific challenge: addressing 
the potential risks posed by the use of modern and 
near future psyops by states and non-state actors to 
attack the stability of other states. Other issues pre-

1  E.g. Holt, The Deceivers; Linebarger, Psychological Warfare.
2  E.g. Welch, The Third Reich: Politics and Propaganda.
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sented by the use of these techniques—for example, 
by governments on their own citizens, or in the use 
of these techniques by private actors against oth-
er private actors—is beyond the scope of this paper. 

To date, the use of psyops for this purpose has not 
been considered so significant or dangerous to be 
the subject of international laws and agreements 
that would limit or combat their use by nations or 
others. Indeed, as discussed below, proposals to do 
so have been rejected by the United States and oth-
er members of the international community in the 
past. But, to the extent that psyops continues to 
improve and become a more effective means of at-
tack, it may soon require renewed attention from 
the international community to limit its impact. 

We will take stock of the existing potential legal mech-
anisms available to tackle the use of the new genera-
tion of online psyops against states, and propose alter-
natives to the extent that established tools seem unable 
to address the threat. First, we will review the current 
landscape, examining the emerging techniques that 
different actors are using to manipulate public opin-
ion through the Internet. We will then discuss some 
emerging trends in research that suggest that these 
techniques will become increasingly more powerful 
over time, distinguishing it from earlier generations of 
“traditional” psyops. Second, we will examine some 
of the existing legal frameworks under which the use 
of psyops for destabilizing states might be limited or 
prevented. Third, arguing that these frameworks are 
insufficient, we propose a set of potential alternative 
interventions that may help to mitigate the potential 
negative effect of these technologies. Finally, we con-
clude with some areas for potential further exploration. 

Part I: The Present and Future of 
Manipulating Discourse Online

In recent years, journalists have uncovered a panoply 
of techniques that have been deployed to influence dis-
course online, particularly in the political realm. These 
have ranged from simple campaigns of spam used to 
suppress dissenting voices online to sophisticated 
campaigns of disinformation tightly integrated with 
conventional military operations and cyberattacks.

On social media, bots—fake user accounts that of-
ten autonomously repeat the same or meaningless 
content—have proven to be a particularly popu-
lar method for manipulation. Activists in Turkey 
and Syria have been subject to bot spamming cam-
paigns, which attempt to drown out oppositional po-

litical speech occurring on popular Twitter hashtags.3 
In the US, false accounts have been used to bolster 
the apparent grassroots support of political candi-
dates, sometimes with a particular emphasis among 
key constituencies.4 In Mexico, one recent presiden-
tial election cycle featured two opposing groups of 
bots attempting to contest each other on social me-
dia.5 Bots were also a prominent feature of the on-
line political discussion around the “Brexit” vote 
in the United Kingdom, helping to rally support 
around the decision to leave the European Union.6

More sophisticated efforts have focused on augment-
ing the ability for human operators to manage multiple 
plausible “personas” on social media. Examples in-
clude a 2011 contract awarded by the US Department 
of Defense to create software that would allow an indi-
vidual to control up to 10 distinct identities appearing 
to be located in different parts of the world. This was 
thought to be connected to “Operation Earnest Voice,” 
a campaign to counter violent extremist and enemy 
propaganda through the Internet.7 China has also en-
gaged in similar activity, leveraging large numbers of 
participants to form its “50 Cent Army,” a coordinated 
effort to redirect and derail political discourse online.8

Fake identities are only part of the picture. Beyond 
bot accounts, efforts have also been uncovered which 
integrate these methods as just one component of 
more sophisticated strategies for shaping public opin-
ion. One example detailed in the New York Times 
in 2015 is the Russian “Internet Research Agency,” 
which has been connected to elaborate misinforma-
tion schemes that include fabricated videos and re-
alistic clones of actual news sites.9 These activities 
saw a particularly dramatic culmination in efforts by 
the Russian government to sway the 2016 US pres-
idential election, a campaign which combined both 
psyops and hacking in support of its objectives.10 

3  Sozeri, “The Rotten Politics Infecting Turkey’s Social Media”; 
Qtiesh, “Spam Bots Flooding Twitter to Drown Info About #Syr-
ia Protests [Updated].”
4  Gaffney, “Statistical Probability That Mitt Romney’s New 
Twitter Followers Are Just Normal Users”; Andrews, “Pro-
Trump Twitter Bots at Center of Nevada Mystery.”
5  Finley, “Pro-Government Twitter Bots Try to Hush Mexican 
Activists.”
6  Dewey, “How Online Bots Conned Brexit Voters.”
7  Fielding and Cobain, “Revealed.”
8  King, Pan, and Roberts, “How the Chinese Government Fabri-
cates Social Media Posts for Strategic Distraction, Not Engaged 
Argument.”
9  Chen, “The Agency.”
10  Office of the Director of National Intelligence, “Assessing 
Russian Activities and Intentions in Recent US Elections”; Kelly, 
“FBI Agrees With CIA On Russian Interference In Presidential 
Election.”
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These types of actions are not limited to comparative-
ly well-resourced government agencies. Bloomberg 
reported in April 2016 the story of Andrés Sepúlve-
da, who was involved in a series of private efforts 
to sway elections in Latin America through a com-
bination of bots, compromising of voting machines, 
and digital eavesdropping, among other techniques.11 

The last few years have also seen revelations of 
more ambitious undertakings that not only attempt to 
shape activity occurring on existing channels online, 
but seek to develop entirely new channels, as well. 
Zunzuneo—a text-based social network launched 
in Cuba—was revealed in 2014 to be a US-backed 
scheme to influence public opinion and trigger “smart 
mobs” in an effort to undermine the Castro regime.12

These examples—only a selection of a much larger 
number of stories that have emerged in recent years—
speak to the interest among state and non-state actors 
in shaping public opinion through online channels. 

Emerging Trends 

These cases by themselves would not be surprising, 
as we might expect online channels to be the subject 
of psyops, in the same way that established media 
like newspapers and radio have been in the past.13 

However, two key trends seem poised to converge 
with these new psyops campaigns in ways that 
would make them substantially more effective and 
destabilizing to the global geopolitical environment 
in the near future. This new generation of “compu-
tational propaganda” presents new risks, and in-
vites an analysis of legal and technical interven-
tions that should be arrayed to mitigate the threat. 

Trend: Better Fakes

Many of the campaigns discussed above leverage 
astroturfing—creation of masses of false identities 
in order to give the impression that an upwelling 
of opinion exists where it does not in reality. These 
types of campaigns critically rely on the believabil-
ity of the identities being launched. If “users” are 
easily identified as being fake or originating from a 
single obvious source, the persuasive impact of the 
campaign is significantly diminished and can be 
easily flagged by users for removal by the platform. 

11  Robertson, Riley, and Willis, “How to Hack an Election.”
12  Associated Press, “US Secretly Created ‘Cuban Twitter’ to 
Stir Unrest and Undermine Government.”
13  E.g. Mulford, “Benjamin Franklin’s Savage Eloquence”; 
Puddington, “Broadcasting Freedom.”

To date, the realism of campaigns of bot persua-
sion has been limited. Fake accounts often repeat 
the same content over and over, and profile pic-
tures and other content are often copied wholesale 
from elsewhere.14 When content is generated pro-
grammatically, the posts of these fake accounts 
will often appear with similar syntactic structure or 
may appear as meaningless collections of words.15

Indeed, this regularity is often the means by which 
reporters have been able to detect and report on these 
campaigns to date. It has also limited the scale of 
some types of persuasive campaigns: a prospective 
planner of these types of psyops must craft unique, 
believable identities manually, raising the costs and 
time necessary to set up and execute these tactics. 

However, the cost of simulating more believable iden-
tities appears to be poised to drop significantly as new 
techniques emerge. Methods to programmatically 
generate realistic synthetic faces at scale continue to 
improve.16 Similarly, breakthroughs in machine learn-
ing are enabling the creation of ever-more authen-
tic-sounding computer speech.17 The end result is to 
enable the creation of identities that can look and sound 
real, without any obvious copying from other sources. 

Beyond the capacity for these fake identities to ap-
pear real, technology will also lower the costs of 
enabling them to interact effectively with real us-
ers, as well. Advances in the field of machine learn-
ing and deep learning are enabling the creation of 
conversational agents that are substantially more 
sophisticated than what has been available in the 
past.18 This research might be quickly adapted from 
openly available papers on the topic to power a 
swarm of fake identities that have the power to in-
teract believably with real users and gain their trust. 

Both of these trends will both lower the costs to 
creating believable identities and raise the flexibil-
ity to which these campaigns can be put. Where-
as “bots” might have in the past been largely used 
to push a sequence of repetitive messages at scale 
or pad the apparent popularity of a user, these tech-

14 Supra, notes 2-3.
15 Ibid.
16 See Ohana et al., “HoneyFaces.” Observing that the gener-
ation of photo-realistic synthetic faces was “very efficient and 
takes only 1.2903 × 10−4 seconds [per face] on average using 
Matlab.
17 E.g. DeepMind, “WaveNet.”
18 See, e.g., Vinyals and Le, “A Neural Conversational Mod-
el.”they are often restricted to specific domains (e.g., booking an 
airline ticket
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nologies might enable more subtle campaigns of 
persuasion and rapport building with real users at 
scale. It will also make these campaigns less de-
tectable, as bot behavior increasingly converges 
with the normal behavior of human users online.19

Trend: Data, Targeting, and Social Physics

The widespread adoption of social media platforms has 
been one of the defining developments of the modern 
web. Platforms like Facebook now count over 1.7 bil-
lion users worldwide, with Twitter and WhatsApp fea-
turing 313 million and 1 billion users, respectively.20

Parallel to this adoption has been the generation of a 
massive quantity of data about social behavior. Us-
ers reveal their preferences and social connections 
through their activities on these platforms, which in 
aggregate provide a high resolution, continually up-
dated picture of vast segments of the global popula-
tion. This abundance of data has produced two nota-
ble effects relevant to the future of psyops campaigns. 

For one, it has significantly enhanced the capacity 
to effectively target messages to particular constit-
uencies and even individuals of interest. This has 
perhaps been most evident in the advertising ser-
vices offered by social media platforms. Facebook, 
for instance, offers to advertisers the ability to target 
ads across a range of highly granular characteristics, 
including by interest, geography, and connection 
behavior.21 These benefits exist even without data 
or permission from the platform itself—a range of 
activists, trolls, and other political actors have used 
publicly available posts and user profiles to target 
their messaging for recruitment and harassment in 
recent years.22 This appears to already be informing 
psyops campaign activity, with the launch of groups 
of bots tailored to message and appeal to particular 
constituencies of interest.23 Targeting may become 
ever more granular and effective going forwards. 

Secondly, researchers have been leveraging the avail-
ability of social data to better understand the mechan-
ics powering group behavioral phenomena like the 

19 Subrahmanian et al., “The DARPA Twitter Bot Challenge.” 
Concluding after a large-scale competition to detect bots that the 
trend was towards “sophistication” in these systems in the near 
future.
20 Facebook, “Company Info | Facebook Newsroom”; Statt, 
“WhatsApp Has Grown to 1 Billion Users”; Twitter, “Company 
| About.”
21 Facebook, “Choose Your Audience.” 
22 See, e.g. Wikipedia, “Gamergate Controversy.”
23 Supra, note 5.

“viral” spread of content through a network, or the 
factors encouraging the spread of misinformation.24 
This has given rise to an emerging body of research, 
dubbed by MIT researcher Alex Pentland as a new 
“social physics”—a sufficiently advanced, quantita-
tive understanding of social processes that allows for 
the prediction and manipulation of those processes.25 
Leveraging these techniques, Pentland’s lab was able 
to incentivize and trigger a nationwide search coor-
dinated through a crowd of online collaborators to 
win the DARPA Grand Challenge in 2009.26 More 
recent work relevant to the psyops space has focused 
on how changes to display of information about peers 
can influence voting behavior of an individual.27

While in the realm of academic inquiry, these results 
seem to have clear application in the context of online 
psyops. Many of these results are published openly in 
research journals, and could be easily leveraged to in-
crease the effectiveness of persuasive campaigns on-
line. This might include the use of predictive statisti-
cal models to inform when messaging efforts might be 
most effective in spreading a message, or leveraging 
modern community detection algorithms to identify 
those susceptible to being rallied for a particular cause.28

The Next Generation of Psyops 

Taken together, these contemporary case studies and 
the trends that are on the horizon suggest the emer-
gence of a new generation of psyops campaigns 
that will be broader in scope and more effective 
than the types of campaigns that took place in the 
past. To illustrate, we compare the types of cam-
paigns we have been discussing with leafleting—a 
prototypical and well documented case of “tradi-
tional” psyops.29 Four key differences stand out. 

First, traditional methods of psyops campaigning are 
comparatively more expensive propositions. Where-
as leafleting requires printing and distribution by 
aircraft over a target area, bot campaigns are coor-
dinated online and distribute messages to users any-
where in the world at little or no cost. This makes 

24 See, e.g. Cheng et al., “Can Cascades Be Predicted?”; Kumar, 
Robert, and Leskovec, Jure, “Disinformation on the Web: Im-
pact, Characteristics, and Detection of Wikipedia Hoaxes.”
25 Pentland, Social Physics.
26 Tang et al., “Reflecting on the DARPA Red Balloon Chal-
lenge.”
27 Bond et al., “A 61-Million-Person Experiment in Social Influ-
ence and Political Mobilization.”
28 See, e.g., Wagner et al., When Social Bots Attack.
29 Friedman, “Falling Leaves”; Peffer, “Paper Bullets: An Inter-
view with Herbert A. Friedman.”
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it an affordable strategy for state actors, and allows 
these types of campaigns to be conducted by small 
groups of individuals that previously would not have 
the resources to conduct effective persuasion at scale. 

Second, traditional psyops is comparatively slower. 
Leafleting requires the drafting of content, the printing 
of the physical paper for distribution, and then their 
eventual dissemination. The types of bot campaigns 
that have been seen in recent years, in contrast, can 
distribute content instantaneously to their audiences 
and are distributed through sham accounts, which can 
be quickly generated or purchased.30 This speed also 
implies a faster rate of iteration, as well: changing the 
messaging in a leaflet campaign that is proving to be 
ineffective might require reprinting the physical doc-
uments. In contrast, bot campaigns can begin chang-
ing content instantaneously as soon as the operator 
chooses, enabling a nimbler cadence of operation.

Third, traditional psyops is data poor, while new gen-
eration psyops can leverage the abundance of data 
about social behavior now available online. This has 
implications for how effective these campaigns might 
be. The distribution of leaflets provides limited feed-
back to those launching these campaigns on who re-
ceived the message, and who was influenced by it.31 
In contrast, bot campaigns taking place on social 
media platforms like Twitter enable their operators 
to actively choose who to deliver messages to, and 
closely monitor whether or not the behavior of those 
being targeted is changing. Moreover, operators of 
bots can also leverage the “social physics” techniques 
discussed above to predict and plan their operations.

Fourth, traditional psyops campaigns are more at-
tributable due to their reliance on more visible or 
obvious forms of distribution. Whereas leaflets are 
distributed in an obvious manner (by aircraft, for ex-
ample), which may reveal the perpetrators of the op-
eration, there is no similar need in the case of bots. 
Such campaigns can operate through a large group 
of false identities that bear no signals of ownership. 
Moreover, messaging can be subtle—bots can mix in 
their persuasive messaging with more benign forms 
of content to bolster their believability and obfuscate 
the progress of a campaign. The end result is that this 
next generation of psyops campaigns may be less at-
tributable. It can be more difficult to tell who is push-
ing forwards a strategic persuasion effort, and indeed 

30 Bilton, “Social Media Bots Offer Phony Friends and Real 
Profit.” 
31 See, e.g. Oyen and De Fleur, “The Spatial Diffusion of an 
Airborne Leaflet Message.”

even when one of these efforts has begun or ended. 

These points of comparison speak to a change in de-
gree that might more rightly be considered a change 
in kind. When combined with advances in the abil-
ity to generate more believable identities and an in-
creased understanding of the factors driving group 
behavior, this next generation of psyops seems poised 
to enable a variety of actors to effectively shape and 
persuade at significant scale. The resulting destabi-
lizing effect, particularly when combined with the 
continuing evolution of cyberwarfare more broadly, 
may justify more extensive international intervention 
than has happened in the past around these tactics. 

Future Scenarios

By way of making the above analysis more tangible, 
we present a series of potential future scenarios that 
leverage the techniques seen in use currently and the 
emerging trends discussed above to illustrate threats 
that may be possible as psyops continues to evolve into 
the near future. These are presented as a series of fiction-
al excerpts from news stories, with analysis provided 
to indicate how the various techniques we have been 
discussing might be integrated together in practice. 

Realistic Identities - “Shooters Radicalized By Bot, 
Still at Large”

Chicago remains on lockdown for a seventh day as 
the manhunt for alleged killer James Colford con-
tinues. Law enforcement released the results of a 
forensic analysis of Colford’s computer, confirm-
ing earlier reports that he had been radicalized and 
urged to kill through a series of ongoing conversa-
tions with a set of users on social media. Investi-
gators have indicated that this pattern of engage-
ment has been mirrored elsewhere, suggesting that 
these accounts may have been false identities exe-
cuting a program. It remains unknown who is re-
leasing these bots, or how many of them remain…

Radicalizing individuals for terroristic acts might 
be enhanced through the creation of a special-
ized swarm of “recruitment bots,” which leverage 
available research to identify patterns of user be-
havior online that indicate that a user might be re-
ceptive to messaging urging them to take lethal ac-
tion. Many bots might be deployed at scale with 
different personalities, repeatedly identifying and 
sounding out potential candidates on social media 
from a variety of different backgrounds and ensur-
ing that the candidates do not have any pre-existing 
connections with one another to avoid detection. 
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When a promising individual is identified, the perpe-
trators might shift to private channels for deeper con-
versation driven by human operators, making it more 
difficult to identify who is behind a given recruitment 
effort. More sophisticated conversational agents might 
also establish different recruitment patterns, increas-
ing the challenge of identifying all bots connected to a 
campaign based on similarity of posted content alone. 

Controlling Virality - “Leaks and Fake News Create 
Market Free-Fall, Regulators Struggle to Establish 
Stability”

The Dow Jones experienced a fourth day of steep 
declines today as regulators continued to reel from 
a series of leaks showing deep instability in the na-
tion’s leading banks. While the identity of the leak-
er remains unknown, our investigation has revealed 
that some of the documents originally believed to 
genuine have in fact been false. Select journalists 
appear to have been targeted in a concerted cam-
paign to spread misinformation through the ma-
nipulation of their Facebook and Twitter feeds…

Analyzing the data of key influential users might 
allow the creation of a model that reliably predicts 
when they might share information to their audienc-
es online. Variables might include the appearance of 
a given piece of content from several trusted sourc-
es, the timing in which they receive content, or the 
degree to which a piece of content matches certain 
pre-conceived notions. By monitoring their activity or 
even probing a target with different types of content, 
a perpetrator might create statistical models of sever-
al important influential users, enabling them to craft 
a blend of true and fabricated content that is most 
likely to be shared widely. Here, such techniques are 
used to spread messages that manipulate the finan-
cial markets, with the impact potentially enhanced 
by algorithmic trading systems, which monitor and 
make trades autonomously based on content online.32

On-the-Ground Attacks - “Hundreds Dead in 
Bombing; Victims Misled by Spurious Messages 
Spread Online”

Emergency crews continue to comb through the wreck-
age downtown tonight in what is the worst terrorist at-
tack in our nation’s history. At this hour, more details 
continue to filter in to us - it appears that the death toll 
was raised significantly by a widespread hack that en-
abled the terrorists to send phony emergency messages 

32 See, e.g, Moore and Roberts, “AP Twitter Hack Causes Panic 
on Wall Street and Sends Dow Plunging.”

throughout the city, producing panic and encouraging 
victims to move towards areas of the highest danger. 
Messages included fabricated photos of shelters and 
safe zones in areas targeted by the bombers. Investi-
gators have also noted a network of spambots which 
successfully promoted these messages to “trending” 
on several social media platforms late last night. Au-
thorities have advised citizens to be on the lookout for 
this fake content as the situation continues to unfold…

Cyberwarfare and the next generation of psyops might 
come together to significantly enhance the damage 
created by a terrorist attack on the ground. In this 
scenario, the use of a bombing produces a chance to 
leverage a technical vulnerability—such as those used 
to send public service announcements on mobile de-
vices—for influence purposes in ways that maximize 
lethal impact. This might be accompanied by a parallel 
campaign of misinformation on social networks that 
seeks not to persuade with believable fake identities, 
but simply to manipulate the algorithms that various 
platforms use to identify and promote “trending” con-
tent to their users. Messaging strategies might also be 
adjusted on the fly by the perpetrators, enabling them 
to create newly effective messages even as officials 
attempt to stamp out misinformation spread earlier.

Challenges of Attribution - “Protesters Turn on Each 
Other in Bloody Street Fight”

Protests against the government appear to have con-
clusively broken down last night, as three rival fac-
tions within the opposition fought each other in a 
series of increasingly violent clashes. Disagreement 
has centered around adoption of Proposition A to 
the opposition demands, a flashpoint between the 
left and right wings of the party. The proposal was 
until recently considered a dormant issue by many 
members, but has once again become a hot topic on 
several online forums. The President took to the air-
waves tonight, denouncing the violence and calling 
on the National Guard to enforce a curfew. “If they 
are unable to govern themselves,” he said, “How 
should we expect that they will govern the nation?”

The scenarios discussed thus far are ones where the 
psyops campaign is focused on persuading a target 
constituency. However, these tactics may be similarly 
used to fragment and create conflict within a group, 
here popular opposition to a government. While this 
objective is not a new one in the context of psyops, 
attribution may become an increasing challenge as 
information campaigns can be deployed from any-
where in the world at low cost and with small teams. 
Uniquely, modern psyops can also eliminate entirely 



7

ComProp Working Paper No. 1

the need to directly message their targets: spambots 
might be used simply to amplify certain controversial 
viewpoints by manipulating “trending” algorithms 
within social media platforms to promote conflict. 

The upshot of all this is that it would be difficult here to 
ascertain the source of the campaign—whether from 
the incumbent president, a group allied with the pres-
ident, or even a source outside the country that is un-
coordinated with the current administration. Indeed, it 
may be difficult to determine that a campaign is happen-
ing at all as these techniques produce more and more 
accurate simulations of “organic” political activity. 

Part II: Responses - Existing Frameworks

As the scenarios discussed above suggest, the next 
generation of online psyops might be more destruc-
tive than the types of techniques used in the past. 
At the same time, the speed, falling costs, lack of 
attributability, and richness of data now possible 
might make these techniques an increasingly attrac-
tive tool for states and non-state actors seeking to 
destabilize adversary governments around the world. 

This appears to be already becoming the case. As 
detailed in a 2015 study released by NATO, Russia 
has made manipulation of social media a significant 
complement to its ongoing military operations in 
Ukraine.33 Techniques have included the spreading 
of leaked information, fabricated news stories, and 
hacking to influence public opinion in Crimea.34 This 
appears to be an ongoing strategy—as one NATO 
colonel has remarked, similar techniques also made 
an appearance in the 2008 invasion of Georgia.35 
If these strategies become more widespread both 
within and beyond the context of armed conflict, 
the global impact may be significant and negative. 

Insofar as these online psyops campaigns are perpe-
trated on states by other states or non-state actors, 
might the existing frameworks of international law, 
rules, and norms be a means by which to counter their 
use? This section provides an analysis, examining 
modern psyops as described above through the con-
text of existing rules of warfare, arrangements around 
criminal conduct, and rules concerning telecommuni-
cations infrastructures; and considers the possibility 
of regional coordination using Europe as a case study. 

33 Lange-Ionatamishvili and Svetoka, “Strategic Communica-
tions and Social Media in the Russia Ukraine Conflict.”
34 Ibid.
35 Pop, “Nato Colonel Sheds Light on Russia ‘Psy-Ops.’”

While we ultimately conclude that the patchwork of 
legal rules fail to address these new techniques effec-
tively, this review suggests a few alternative avenues 
that might be productive means of meeting the threat. 

Preliminary Consideration: Sovereignty 

International law does not directly deal with psyops. 
As one paper which examined the space in 2007 
wrote simply, international law covers psyops “only 
by analogy and then often in a patchwork fash-
ion.”36 To that end, in order to take advantage of in-
ternational law to control the use or proliferation of 
these techniques, the acts or harms we seek to limit 
or control must be fitted into an existing framework 
of definitions and meanings. This presents signifi-
cant challenges because in order for existing mech-
anisms to apply to psyops, established definitions 
would need to be reinterpreted in striking new ways.  

For one, it may be necessary to require revision of 
fundamental notions of sovereignty enshrined in the 
structure of international law. One foundational prem-
ise of the modern framework is that international 
agreements operate through the consent of states, de-
fined as juridical entities with sovereignty over a geo-
graphic area.37 Sovereignty is understood as the full 
right and power to govern without interference from 
any outside source or body.  It is sometimes termed the 
right of “self-determination” or “self-rule.” Sovereign 
states are generally understood to be neither depen-
dent on, nor subject to, any other power or state. They 
act independently and without outside interference.38 

While there is no universally binding definition of 
precisely what a state’s sovereignty applies to within 
these geographic bounds, the 1933 Montevideo Con-
vention on Rights and Duties of States set forth the 
most widely accepted formulation of the criteria of 
statehood in modern international law. It notes that the 
state, as a legal person, should possess (a) a permanent 
population; (b) a defined territory; (c) government; and 
(d) capacity to enter into relations with other states.39  

The important thing to note is that the accepted cri-
teria for statehood does not mention the beliefs of 
the permanent population. There is no element that 
the population governed by the government and liv-

36 Hollis, “Why States Need an International Law for Informa-
tion Operations.”
37 Shaw, International Law, 178.
38 “Sovereign - Definition of Sovereign in English | Oxford 
Dictionaries.”
39 “Montevideo Convention on the Rights and Duties of States,” 
sec. 1.
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ing in the defined territory should share a uniform 
understanding of the world distinct from that shared 
by other states’ populations. A 2005 article consid-
ering the international legal limitations on the con-
duct of psyops noted that traditional notions of sov-
ereignty would need to be “expanded” if they were 
to include “the hearts and minds of the people.”40 

To that end, in order to leverage existing internation-
al laws to limit or control psyops, a state would first 
have to take the novel position that psyops and its 
potential effects should be understood to impact its 
sovereignty in a way that would make it cognizable 
under international law. This would be a dramatic 
re-interpretation, taking the position that intrusions 
by other states into a nation’s public opinion should 
be considered parallel to physical intrusions. Most 
international treaties address very specific issues in 
as narrow a way as possible, and it is unclear if such 
an interpretation would be accepted by other states.

As discussed below in the limited context of war, 
there are some exceptions governing the use of psy-
chological techniques to affect the morale of a na-
tion’s armed forces in order to achieve a military 
objective. However, there is no existing standard that 
addresses whether a state’s civilian population can be 
legally targeted by psyops, in war or in peacetime. 

Even if we assume that international law might shift 
to take such a position, the existing internation-
al frameworks are insufficient to comprehensive-
ly address the specter of harm raised by the type of 
strong psyops that seems foreseeable in the future. 

Framework: Rules of Warfare

Some of the first attempts to understand the destabi-
lizing impact of psyops in the Internet age emerged 
from researchers working in the military and na-
tional security context, where it was observed that 
information operations presented a possible fu-
ture where military goals could be accomplished in 
new ways and, potentially, by new actors. This re-
sulted in a number of studies focusing on how and 
whether rules of armed conflict might be applied 
to acts of aggression carried out through psyops.41 

40 Smyczek, “Regulating the Battlefield of the Future: The 
Legal Limitations on the Conduct of Psychological Operations 
(PSYOP) under International Law.”
41 See also Lungu, “War.com: The Internet and Psychological 
Operations”; U.S. Department of Defense, “An Assessment of 
International Legal Issues in Information Operations.” (hereinaf-
ter “DOD”); Hollis, “New Tools, New Rules: International Law 
and Information Operations.”. 

Rules governing international aggression and conflict 
are focused on preempting and limiting armed con-
flict between sovereign states. There are two bodies 
of law that govern in this space: laws concerning 
jus ad bellum and laws concerning jus in bello. Jus 
ad bellum is the law that controls during peacetime 
and entrance into warfare; jus in bello sets out the 
boundaries of war itself. We review each in turn. 

Jus in Bello

Jus in bello law would frame the analysis in a hy-
pothetical case in which the use of psyops by one 
nation during wartime against an adversary na-
tion was called into question. This situation has 
been analyzed in several papers from the late 
1990s and early 2000s.42 These pieces apply the 
law of war to psyops in order to determine wheth-
er it is permissible to use it as a weapon in warfare. 

The modern law of warfare—also called internation-
al humanitarian law or IHL—has since its inception 
sought to restrict the aim of warfare to the achievement 
of military objectives. It is a standing norm of IHL that 
“the only legitimate object which States should endeav-
or to accomplish during war is to weaken the military 
forces of the enemy.”43 Because psyops is so custom-
izable and can be limited to military targets, analysts 
have concluded that careful deployment and use of 
psyops would not violate the jus in bello framework.44  

Despite the fact that existing frameworks do apply 
and govern online psyops in warfare, its application 
does not always produce sensible results. One illustra-
tion is in the effort by these existing papers to develop 
procedural safeguards that would guard against the 
possibility that the use of this novel ‘weapon’ would 
violate the rules of war. This led the U.S. Department 
of Defense to emphasize, in its 1999 report on inter-
national legal issues in information operations, that in 
spite of the low risk of detection and prosecution, “it is 
the firmly established policy of the United States that 
U.S. forces will fight in full compliance with the law 
of war” even when the “fighting” in question consists 
of launching a computer network attack far from its 
target. This implies that, at least within the context of 
an armed conflict, psyops ‘attacks’ should, whenever 
possible, be carried out by authorized military person-

42 Smyczek, “Regulating the Battlefield”; Hollis, “New Tools”; 
DOD; Johnson, “Is It Time for a Treaty on Information War-
fare?”
43 Hollis, “Why States Need an International Law for Informa-
tion Operations.”
44 Lungu, “War.com,” 13.  
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nel.45 This conclusion is based in the existing rules, 
which state that only lawful combatants may engage 
in armed conflict and require that lawful combatants 
distinguish themselves from noncombatants by the 
wearing of a uniform, among other requirements.46  

Of course, modern online psyops are accomplished 
by operators that are not physically visible to their 
targets. While in the past a requirement to wear a 
physical uniform would help to aid in distinguish-
ing combatants from noncombatants, to do so now 
seems to have little impact on the psyops “battle-
field” of a social media platform or message board. 
This suggests that, while existing frameworks are 
applicable in broad terms, further interpretation and 
norm development will be necessary in the space to 
establish the visible badges of affiliation that should 
apply for these types of activities online in war-
fare. To date, these have not yet been established. 

Jus ad Bellum

A second scenario covered by the laws of warfare is 
one in which a state uses psyops to manipulate the 
population of another state in order to achieve an ob-
jective while not at war. Jus ad bellum is the body 
of law that determines when it is permissible for a 
state to enter into armed conflict with another state. 

Self-Defense

States are customarily recognized as having an in-
herent, sovereign right of self-defense. The con-
cept of sovereign self-defense—and the attendant 
concept of just war—are enshrined in the Geneva 
Conventions and the Charter of the United Nations, 
two of the most significant multilateral agreements 
concerning the conduct of international disputes. 
Both instruments assume that there are situations in 
which a state is entitled to use force to defend itself, 
and in which a state is justified in using that force.

What acts trigger this right of self-defense, however, 
has been an amorphous and shifting concept in inter-
national law. The Geneva Conventions do not provide 
any real definition and there is no universal authority 
for classifying “conflicts.” The Geneva Conventions 
demand simply that the existence of an international 
conflict be determined on a factual, case-by-case basis.

Article 51 of the United Nations Charter makes an 

45 DOD, 8.
46 See generally Geneva Convention; DPI, Charter of the United 
Nations and Statute of the International Court of Justice.

“armed attack” the condition for the justified exercise 
of the right of self-defense47 but does not provide a 
definition of the term.  In 1950, the Soviet Union pro-
posed that the UN General Assembly define the con-
cept of “aggression” “as accurately as possible.”48 The 
proposal was referred to the International Law Com-
mission for study, and in 1974 the General Assembly 
adopted a resolution that set out a nonexhaustive list of 
acts which qualify as acts of aggression.49 These acts 
include “invasion or attack by the armed forces of a 
State of the territory of another State,” “bombardment 
by the armed forces of a State against the territory of 
another State,” and the “blockade of the ports or coasts 
of a State by the armed forces of another State.”50

Force has historically been understood as kinetic, mil-
itary force—that is, a physical incursion into the de-
fined territory of another sovereign state. Therefore, the 
right of self-defense has been historically understood 
as justified in response to a threat to a state’s physi-
cal, territorial sovereignty. A country that believes it 
has been the victim of a psyops offensive could take 
advantage of jus ad bellum if it wishes to claim that a 
retaliation based in sovereign self-defense is justified. 

However, to do so would require taking two tenuous 
positions. First, the defending country must take the 
position that psyops is covered by existing standards 
governing self-defense. This means claiming that use 
of psyops is aggression, or a use of force, under exist-
ing law and custom. As discussed, this would require 
a rethinking of basic notions of sovereignty that it is 
unclear the international community would accept. 

Also presenting a significant challenge would be the 
necessity for the state to take a position on what an 
appropriate defensive response would be, including 
when—or whether—an armed attack would be an 
appropriate defensive response to a psyops offensive. 

The laws of armed conflict incorporate a fundamental 
concept known as “proportionality.” Even in the case 
of justified sovereign self-defense, states are bound by 
norms that prohibit excessive retaliation. A response in 
self-defense must apply only as much force as is neces-
sary and proportional to address the problem at hand. 

47 DPI, Charter of the United Nations and Statute of the 
International Court of Justice, chap. 7. “Nothing in the present 
Charter shall impair the inherent right of individual or collective 
self-defence if an armed attack occurs against a Member of the 
United Nations”.
48 International Law Commission, “Question of Defining Ag-
gression.”
49 UN General Assembly, “A/Res/29/3314.”
50 Ibid.



10

ComProp Working Paper No. 1

What form and level of force is implied by propor-
tionality in responding to psyop aggression is unclear. 
It is possible to imagine that states will respond “in 
kind”—that retaliatory psyop would be seen as pro-
portional and justified. Sanctions and the expulsion 
of diplomats, the approach taken by the United States 
in response to Russian efforts during the 2016 elec-
tion, might also emerge as an accepted “proportion-
ate” response.51 However, a state claiming its right 
to self-defense could also invoke a more conven-
tional use of force. Ultimately, there are no estab-
lished norms for when or whether misinformation 
or propaganda campaigns might trigger the right of 
self-defense, and no real guidelines for determin-
ing what proportionality looks like in that context.  

The potential for abuse is high, as targets might 
assert a high level of impact from a psyops cam-
paign as pretextual justification for armed conflict. 
This is particularly in a context where attribution 
of an offensive online psyops is difficult to place. 
Again, as in the jus in bello case, existing frame-
works might apply, but they leave undefined im-
portant questions that are likely to mitigate the in-
stability created by advancements in online psyops. 

“Propaganda for War”

Beyond international practices concerning self-de-
fense, the International Covenant on Civil and Political 
Rights (ICCPR) may provide some limited control of 
online psyops. Adopted by the United Nations Gener-
al Assembly in 1966, the ICCPR is a treaty adopted by 
168 different countries that commits parties to protect 
the civil and political rights of their citizens.52 Com-
pliance is monitored by the United Nations Human 
Rights Committee (HRC), which evaluates complaints 
and can request that nations party of the treaty provide 
a remedy for breaches of the ICCPR commitments.

In particular, Article 20 of the ICCPR states that “[a]
ny propaganda for war shall be prohibited by law” 
and further that “[a]ny advocacy of national, racial or 
religious hatred that constitutes incitement to discrim-
ination, hostility or violence shall be prohibited by 
law.”53 This is a broad provision: the UN Office of the 
High Commissioner for Human Rights has comment-
ed that Article 20 is targeted at “all forms of propa-

51 Northam, “Obama Expels 35 Diplomats, Imposes Retaliatory 
Sanctions Against Russia For Hacking.”
52 Article 19 - which concerns freedom of expression - may 
have application to psyops which are conducted by a govern-
ment against its own citizens, though this analysis lies beyond 
the scope of this paper. See “ICCPR.”
53 Ibid.

ganda threatening or resulting in an act of aggression 
or breach of the peace contrary to the Charter of the 
United Nations.”54 Moreover, this prohibition applies 
regardless of whether or not the advocacy has “aims 
which are internal or external to the State concerned.”55

To that end, the ICCPR may be applicable to states 
that engage in online psyops that are directed to-
wards the specific ends of triggering warfare, vio-
lence, or discrimination. While this captures some 
of the potential applications that have been observed 
in the realm of online psyops, the series of examples 
and hypothetical scenarios described above should 
make clear that these techniques can cause signif-
icant harm without necessarily inciting violence. 
Online psyops may attempt to undermine faith in a 
target government, destabilize markets, and spread 
misinformation that leads citizens into danger, all 
without necessarily falling within the type of in-
citement campaigns contemplated under Article 20. 

Even when engaging in online psyops falling with-
in the ambit of the ICCPR, practical considerations 
may inhibit the effectiveness of the treaty in com-
batting these activities. As one study of Article 20 in 
2007 concluded, “[m]any states have refused to give 
effect to this provision...primarily on the grounds 
that ‘propaganda for war’ is not adequately defined, 
and that it constitutes an unacceptable threat to the 
right of freedom of expression.”56 With incomplete 
implementation of the ICCPR in the national laws 
of the countries party to the treaty, it may be diffi-
cult to adequately enforce these rules in practice.

Moreover, the HRC has little power to shape the 
behavior of states and has declared itself to under-
staffed.57 Even if a breach is found in response to a 
complaint, the primary recourse of the HRC is to sim-
ply request reports from the party nation concerning 
measures taken to remedy the violation. The HRC also 
depends on the voluntary participation of the party 
nations to receive reports about compliance with the 
ICCPR. As of 2015, the HRC reported that 79 coun-
tries were overdue on these reports, with 42 countries 
being more than 10 years overdue or having never 

54 Office of the High Commissioner for Human Rights, “Pro-
hibition of Propaganda for War and Inciting National, Racial 
or Religious Hatred (Art. 20): . 29/07/1983. CCPR General 
Comment No. 11.”
55 Ibid. 
56 Kearney, The Prohibition of Propaganda for War in Interna-
tional Law, 19.
57 UN Human Rights Commission, “Report of the Human 
Rights Commission.”
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submitted a report.58 One researcher has declared that 
the body is simply, “basically weak and ineffectual.”59 

Considering Non-State Actors

There are further challenges here—it is also important 
to consider that both jus in bello and jus ad bellum are 
legal constructs which apply to states, leaving uncov-
ered an entire category of conflicts in which non-state 
actors target states. It has been observed that, given 
the historical context of the UN Charter, the draft-
ers likely limited their consideration to governments 
since “at that time, they alone had armed forces at 
their disposal which could launch an armed attack.”60 

That is no longer the case in the case of psyops. It 
is possible for non-state actors to employ tools and 
techniques of psyop that are as complex and sophis-
ticated as those employed by state actors. To that 
end, other legal tools will be required to potentially 
address the challenge presented by these technolo-
gies, and the existing international framework around 
criminal conduct may be relevant in this regard. 

Framework: Rules Concerning Criminal 
Conduct

Since the rules of war do not readily apply to sit-
uations involving non-state aggressors, the next 
logical step is to look to international criminal pro-
hibitions. A private individual or group that caus-
es this type of destabilizing harm could, perhaps, 
be guilty of a crime and subject to prosecution.  

As a general matter, the baseline assumption of inter-
national law is that sovereign states have total control 
over their own criminal laws, as an inherent element 
of self-governance. In the absence of any agreement, 
a police force entering into a sovereign territory and 
arresting a member of another state’s population 
could be considered aggression. These agreements 
aim to limit international conflict by clarifying how 
and when a state’s law enforcement activity is permit-
ted to extend into another state’s territory. Otherwise, 
case-by-case diplomatic agreements are usually the 
only other means to achieve these kinds of outcomes.  

There are three primary types of agreement among 
states designed to facilitate the investigation and 
prosecution of crime. First, there are extradition 
agreements, which provide that participating states 

58 Ibid., Chapter 3.
59 Mutua, “Looking Past the Human Rights Committee.”
60 Zemanek, “Armed Attack.”

will assist other participants in finding wanted crim-
inals and transferring them for prosecution. Sec-
ond, there are mutual legal assistance treaties—
also called judicial assistance agreements—which 
oblige member states to help each other with crimi-
nal investigations by gathering and providing to the 
prosecuting state any evidence that might be found 
within a member state’s territory. Third, there are in-
ternational crimes, broadly defined as crimes pros-
ecutable by any nation or by international bodies. 

General Challenges

Across all three of these types of agreements, there 
are significant challenges to addressing the challenge 
of online psyops. For one, psyops is not precisely cov-
ered across any existing legal assistance, extradition 
treaty, or framework around international crime. Only 
a few mutual legal assistance treaties apply broadly to 
all law enforcement investigations and prosecutions. 
Most are targeted narrowly at specific types of crim-
inal behavior of concern, such as transnational drug 
trafficking, money laundering, or arms dealing. To 
that end, the psyop activity in question would have 
to substantially resemble the criminal acts prohibit-
ed by the laws themselves. This leads to a landscape 
of highly limited applicability, as discussed below. 

Even if there was common agreement in the inter-
national community that a new rule around criminal 
conduct which would enable prosecution for the ex-
ecution of psyops was needed, there are a number of 
significant challenges. First, mutual legal assistance 
treaties and extradition treaties often require states 
parties to make the definitions of relevant crimi-
nal acts uniform across their separate legal codes. 
To date, an international consensus around the ele-
ments of psyops-related crimes is not established and 
would need to be developed to implement such a rule. 

Second, it is unclear if such a legal framework could 
see sufficiently broad adoption. Many of the existing 
rules around criminal conduct have limited geographic 
applicability, applying solely to the nations that have 
become party to a given agreement. Notably, some of 
these rules are not legally binding on significant state 
actors such as the United States, which has declined 
to submit to the jurisdiction of any international court.

However, online psyops can be inexpensively de-
ployed from any location with a connection to the In-
ternet. Either a new agreement defining the elements of 
the criminal act of psyops, or a very broad agreement 
covering all types of criminal activity, would need to 
be ratified by a large number of states in order for crim-
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inal prohibitions to functionally limit the use or prolif-
eration of these techniques. Both would break with the 
historical pattern seen in these types of agreements. 
 
Limited Applicability

Despite these challenges, there is some limited ap-
plicability in a few narrow cases under the existing 
framework. These rules would only apply to psyops 
in circumstances where the act also met all the oth-
er elements of the specific crime covered by them. 

For example, the International Convention for the Sup-
pression of Acts of Nuclear Terrorism makes it a crime 
to threaten to use nuclear material “under circum-
stances which indicate the credibility of the threat.”61 
One might imagine circumstances under which a non-
state actor engaged in an online psyops campaign that 
centered around the creation of panic about the pres-
ence of nuclear devices within the target country. Fab-
ricating “fake news” and ensuring its circulation in a 
manner which created a credible threat might enable 
the use of this convention to prosecute these actors.

There are also international crimes. These are vio-
lations of customary international law carried out 
by private individuals, as opposed to by states. As 
in the examples above, a psyops would have to in-
clude all the other required elements of the crime 
in order to be prosecuted under international law.

The most infamous of these international crimes is 
genocide, where there is an applicable legal prec-
edent finding liability for the deliberate manipula-
tion of a society through information. In 2003, the 
International Criminal Tribunal for Rwanda (ICTR) 
found three individuals guilty of the crime of geno-
cide, based on the specific content aired on their ra-
dio and television station. Their radio and television 
station, RTLM, “called on listeners to seek out and 
take up arms against the enemy...defined to be the 
Tutsi ethnic group.”62 Substantial evidence was pro-
duced in that case to support the prosecution’s claim 
that much of the anti-Tutsi violence in Rwanda was 
directly attributable to the media content broad-
cast by RTLM. Assuming that sufficient causal evi-
dence could be gathered, parallel cases in the future 
may be treated similarly by international bodies. 

61 “ICSANT.”
62 Prosecutor v. Nahimana.

Framework: Rules Concerning 
Telecommunications Infrastructures

A final potential international framework for man-
aging the risk from online psyops as it continues to 
evolve is international telecommunications law. The 
primary governing body in this context is the Inter-
national Telecommunications Union (ITU), a special-
ized agency within the United Nations focusing on 
information and communication technologies.63 The 
ITU engages in promulgating rules for telecommu-
nication systems, including online channels that are 
host to the emerging techniques around online psyops.
 
While ostensibly a relevant body, the ITU will likely 
not serve as an effective bulwark against the increas-
ing sophistication of online psyops. For one, it remains 
disputed the extent to which the services flowing 
through the Internet and public policy questions fall 
under the standards-setting jurisdiction of the body. 
The International Telecommunications Convention of 
1982 remains the primary instrument of internation-
al law governing telecommunications infrastructure, 
though it has been amended and expanded over time.64

In 2012, an effort was made to incorporate the Inter-
net more explicitly into the treaty language of the ITU 
under the justification that it traveled through the tele-
communications networks traditionally under the pur-
view of the organization.65 However, this was strongly 
rejected by the United States, Germany, Japan, Canada, 
and others, arguing that to do so would upend the bot-
tom-up governance of the network currently in force.66

These countries have refused to sign the new treaty, 
leaving major stakeholders—many of whom are host 
to the platforms being leveraged to execute the latest 
generation of psyops—beyond the reach of the ITU. 
The ITU itself remains largely focused on issues of 
technical standards and access with regards to the In-
ternet: as of the time of writing, its primary working 
group on public policy questions surrounding the In-
ternet are focused on domain name governance and 
development aspects of the technology.67 It also seems 
possible that Russia and China, both of whom appear 

63  “Constitution and Convention of the International Telecom-
munication Union.”
64 International Telecommunication Union, “Nairobi Conven-
tion.”
65 International Telecommunication Union, “Final Acts - World 
Conference on International Telecommunications (Dubai 2012).”
66 Pfanner, “Citing Internet Standoff, U.S. Rejects International 
Telecommunications Treaty.” 
67 International Telecommunication Union, “Council Working 
Group on International Internet-Related Public Policy Issues.” 
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to have made investments in online psyops, would re-
sist efforts to regulate this activity through the ITU 
despite being signatories to the new 2012 rules.68

One Potential Model: Regional Coordination

While considerable challenges exist to adapting cur-
rent international legal frameworks to meet the chal-
lenges presented by contemporary online psyops, 
it may be possible that regional coordination may 
prove to be more effective. Countries in a given re-
gion may share more common interests with regards 
to the threats posed by the use of these techniques 
from particular state and non-state actors, and may 
have similar preferences with regards to what should 
and should not be permitted in their use, as well. 

As an illustrative case study, we examine how the le-
gal framework surrounding three international bodies 
in Europe—the North American Treaty Organization 
(NATO), the Organization for Security and Co-opera-
tion in Europe (OSCE), and the European Union (EU)—
has been and might potentially contend in the future 
with the threat from online psyops. While the result 
of our analysis is that many of the broader challenges 
discussed above also appear here, these organizations 
may become promising platforms for facilitating nar-
rower coordination on these issues going forwards. 
Particularly in the case of NATO and the EU, prelim-
inary action to respond to online psyops has already 
begun, though typically in response to specific threats 
rather than as part of a general regulatory approach. 

NATO

Central to the North Atlantic Treaty—NATO’s founda-
tional treaty—is Article 5, which articulates the princi-
ple of collective defense that “an armed attack against 
one or more of them in Europe or North America shall 
be considered an attack against them all.”69 This prin-
ciple derives legal power from Article 51 of the Unit-
ed Nations Charter, which enshrines the principles 
of sovereignty and self-defense discussed above.70

In that respect, the question of whether an online 
psyops campaign could trigger action under NATO 
Article 5 is closely tied to the question of whether or 
not these campaigns might be considered equivalent 
to an “armed attack” under customary international 
law. As described above, this has not traditionally 
been the case. “Armed attack” has typically referred 

68 Supra, notes 7-8.
69 NATO, “The North Atlantic Treaty.”
70 Supra, notes 39-40.

to kinetic, military force, not acts of strategically tar-
geted persuasion. This corresponds to the record of 
Article 5, which has been affirmatively invoked only 
once, on September 12, 2001, in the immediate af-
termath of coordinated terrorist attacks against the 
US.71 For the reasons described above, assertion of 
the legal equivalence of kinetic attacks and online 
psyops would raise thorny challenges around sover-
eignty and proportionality of response, making such 
an act unlikely. NATO appears to have proceeded 
along these lines: Article 5 has not yet been invoked 
despite the fact that several member states have been 
targeted by online psyops of varying sophistication.72

However, even without affirmative invocation of 
Article 5, NATO might still play a role in develop-
ing a response to the emerging techniques in online 
psyops. Indeed, the principle of collective defense 
animates a great deal of other NATO activity such as 
the reinforcement of the defenses of other member 
states, which can request assistance under the treaty. 

There are a number of ongoing initiatives in this 
respect. In January 2014, NATO launched its Stra-
tegic Communications Centre of Excellence (Strat-
Com COE)—an independent body supported by 11 
countries and focusing on disseminating expertise 
on psyops, information operations, public affairs, 
and other related topics.73 As of the time of writ-
ing, much of the recent published work of StratCom 
COE has focused on tracking the techniques used 
by Russia in Ukraine, Syria, and Moldova.74 Re-
ports in early 2016 also suggested that the NATO 
Military Committee was considering a policy of 
strategic communications to combat Russian “wea-
ponization of information.”75 Further efforts to co-
ordinate a strategic response to counter Russian 
activities in this space seem likely, beyond thornier 
questions around whether a future campaign might 
be grounds for triggering a response under Article 5. 

OSCE

Founded in 1973 as the Conference on Security and 
Co-operation in Europe, the OSCE is a regional se-
curity organization with participation from 57 states 

71 “NATO - Topic: Collective Defence - Article 5.”
72 Gotev, “Commission.” Naming Poland, the Czech Repub-
lic, Slovakia, and Hungary all as countries targeted by Russian 
psyops. 
73 NATO Strategic Communications Centre of Excellence, 
“About Strategic Communications.”
74 NATO STRATCOM, “Publications | StratCom.”
75 Emmott, “NATO Looks to Combat Russia’s ‘Information 
Weapon.’”
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in North America, Europe, and Asia. In the past, the 
OSCE has played a role in issues as diverse as arms 
control, human rights, policing strategies, counter-ter-
rorism and economic and environmental activities.76 

OSCE may be a potential forum for greater coordina-
tion and action around meeting the challenge posed by 
online psyops. The organization currently houses the 
OSCE Representative on Freedom of the Media, an in-
stitution which has a mandate to “protect and promote 
media freedom in all 57 OSCE participating States.”77 
To date, these activities have included “observing me-
dia developments as part of an early warning function 
and helping participating States abide by their com-
mitments to freedom of expression and free media.”78 

Momentum currently exists for the Representative 
to take a broader role in policy debates around the 
evolution of online psyops. In 2014, the OSCE Rep-
resentative issued a communiqué expressing alarm at 
the use of propaganda in the Ukrainian conflict and 
advocating for participating OSCE states to “stop ma-
nipulating media; stop information and psychological 
wars.”79 The Representative has also promoted reg-
ulation of propaganda on the basis of Article 20 of 
the ICCPR and in the founding charter of the OSCE, 
which expressed a commitment to create “a climate 
of confidence and respect among peoples consonant 
with their duty to refrain from propaganda for wars 
of aggression.”80 In 2016, the Representative called 
for a renewed international dialogue on propaganda 
for war given the new technological environment.81

Perhaps the greatest challenge to the OSCE taking a 
more significant role in these debates is its organiza-
tional structure. Since its founding charter was not a 
treaty but a political commitment, decisions of the 
OSCE depend on the consensus of its members and 
do not have legally binding effect.82 To that end, the 
organization would depend on its ability to produce 
a common agreement about these issues among par-
ticipating states. In doing so, the OSCE may confront 

76 Organization for Security and Co-operation in Europe, 
“OSCE | Organization for Security and Co-Operation in Eu-
rope.”
77 Organization for Security and Co-operation in Europe, “Me-
dia Freedom and Development | OSCE.”
78 Ibid. 
79 Mijatovic, “Communiqué by OSCE Representative on Free-
dom of the Media on Propaganda in Times of Conflict | OSCE.”
80 Richter, “The Relationship between Freedom of Expression 
and the Ban on Propaganda for War”; OSCE Representative on 
Freedom of the Media, “Propaganda and Freedom of the Media.”
81 Ibid. 
82 Mijatovic, “Recommendations Following the Expert Meeting 
Propaganda for War and Hatred and Freedom of the Media.”

many of the legal challenges discussed above in the 
attempt to create more concrete action on these issues. 

EU

One potential path for greater coordination around 
online psyops may be for action to be taken in re-
sponse to acute threats or concerns, rather than a 
general agreement which would cover broadly the 
use of techniques for strategic persuasion. This ap-
pears to be the evolving approach in the EU, which 
has been most focused on the deployment of online 
psyops by Russia and ISIS to advance their aims.

Responding to a call by the European Council in 
March 2015 to “challenge Russia’s ongoing disin-
formation…[and prepare] an action plan on strategic 
communication,” the European External Action Ser-
vice (EEAS)—the EU’s foreign ministry—formally 
established a team to monitor and counter Russian 
psyops activities in Eastern Europe.83 The EEAS 
published an Action Plan later that year which de-
tailed an effort to increase public awareness of disin-
formation campaigns, build networks of allied com-
municators, and support increased pluralism in the 
Russian language media space, among other initia-
tives.84 These efforts have broadened over time, with 
the EEAS informing the European Parliament and 
Council in 2016 that it intended to work with Member 
States to increase their capacity to “deliver proactive 
strategic communications and optimise use of me-
dia monitoring and linguistic specialists.”85 To date, 
this work has included the creation of projects like 
The Disinformation Review, which seek to counter 
pro-Russian misinformation as new stories emerge.86

The European Parliament has supported these 
moves, passing a resolution in November 2016 
which supported the continuation and expansion of 
these activities.87 The Parliament also highlighted 
the use of propaganda by ISIL/Daesh and Al-Qae-
da to “promote its political, religious, social, hate-
ful and violent narratives” and recruit members.88 

83 Gotev, “Tiny EU Task Force Set up to Counter Russian 
Propaganda.”
84 European External Action Service, “Action Plan on Strategic 
Communication.”
85 European External Action Service, “JOINT COMMUNI-
CATION TO THE EUROPEAN PARLIAMENT AND THE 
COUNCIL - Joint Framework on Countering Hybrid Threats a 
European Union Response.” 
86 European External Action Service, “EU vs Disinformation | 
Don’t Be Deceived, Question Even More.”
87 Committee on Foreign Affairs, EU strategic communication 
to counteract anti-EU propaganda by third parties.
88 Ibid. 
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It urged action to counter these campaigns, as well.
It remains to be seen how this resolution shall be imple-
mented in practice, particularly in light of statements 
by Russia that it will retaliate in response to efforts to 
“curb the activities of the Russian media on EU mem-
ber states.”89 However, at the time of writing, it ap-
pears that the EU may be poised to take further target-
ed action on the issue of online psyops, particularly as 
it is used by a specific set of strategic actors of concern. 

Part III: Responses - Alternative Approaches

As discussed above, the existing framework of in-
ternational laws, rules, and norms have typical-
ly not covered psyops explicitly in the past. One 
result of this standing silence on the issue is that 
while there are a relatively small set of specific cir-
cumstances under which existing rules would ap-
ply, by and large these activities are not addressed 
comprehensively by the international community 
and are only beginning to be addressed regionally. 

Reticence to address this issue head-on may have 
been appropriate in the past, particularly in an earlier 
era in which psyops tactics were less measurable in 
their impact and conflict in physical battlefields was 
the central focus. However, to the extent that the tra-
jectory of technology raises the concern that online 
psyops will become increasingly powerful and desta-
bilizing in coming years, it may be appropriate for na-
tions to develop new approaches to limit and control 
the use of these technologies by state and non-state 
actors. This section describes and evaluates the pros 
and cons of a series of different proposals that might 
be productive to explore as interventions in the space. 

Improving Transparency: Investigatory Groups 
and Agreements

While modern psyops techniques discussed above take 
a number of different forms, one common challenge 
they present is the issue of attribution. It can be diffi-
cult to ascertain when a campaign is ongoing, and—if 
it is—the identity of the perpetrators. As in the case of 
cyber warfare, limited attribution might act as a partic-
ular incentive for actors to engage in these campaigns, 
since it provides a means of undermining adversaries 
without loss of international reputation or credibility. 

To that end, interventions that help to increase the 
level of transparency in the space might help to disin-

89 Samuels, “EU Votes to Fight Back against Russian ‘Propa-
ganda Warfare.’”

centivize their use. One approach may be for nations 
concerned about these techniques to collaboratively 
fund the creation of an independent, international 
investigative agency that would conduct monitoring 
and forensics work to uncover online psyops cam-
paigns and their perpetrators. This agency would 
bring together computer security experts, journalists, 
quantitative social scientists, law enforcement, and 
others to develop best of breed detection methodol-
ogies for online psyops techniques as they appear. At 
the core of this center would be a series of reports 
helping to “name and shame” actors engaging in these 
campaigns and exposing emerging strategies being 
used in the space. This agency could also act in an ex-
pert advisory capacity to help supporting nations de-
velop defensive capabilities against these techniques. 

In lieu of an entirely new organization or program, 
nations might also develop collaborative intelli-
gence agreements to assist each other in detection, 
analysis, and resistance against these campaigns. 
These may be easier to achieve, since the creation 
of a truly independent investigatory agency with the 
mandate to publish findings publicly would raise 
the risk that one of the supporting nations might be 
exposed in their own psyops operations. Howev-
er, these bilateral or multilateral agreements might 
only achieve limited transparency to the interna-
tional community at large, reducing the desirable 
disincentive to engage in these techniques at all. 

Enhancing Public Robustness Against These 
Techniques

Psyops aims at public opinion. By spreading mis-
information or creating the appearance of a mass 
constituency, perpetrators of these operations at-
tempt to shape perceptions and influence group 
behavior. To that end, one means of reducing the 
destabilizing impact of online psyops may be 
to find ways of “inoculating” the public at large 
against these techniques so they are less effective. 

This intervention might take two primary forms. For 
one, nations might work collaboratively to encour-
age greater media literacy—helping the public un-
derstand the possibility that online platforms might 
be leveraged for the purposes of psyops campaigns. 
Simple awareness that these techniques can be de-
ployed, and knowledge about some of the common 
patterns, may play a role in limiting their effective-
ness in shaping belief and behavior in the near term. 

Secondly, nations might invest in user-friendly, open-
source tools that help users to navigate informational 
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sources online. Tools might include the creation of a 
browser extension that helps to evaluate whether a 
“trend” observed online has suspicious provenance, or 
gives users the ability to quickly examine the past be-
havior of an account engaging in persuasive behavior 
online. Users might also play a role in helping to iden-
tify suspicious behavior, helping to alert researchers 
or investigative organizations like the one described 
above to emerging campaigns that may be in progress. 

This approach is largely limited by adoption. It is 
unclear if media literacy campaigns or tools would 
reach sufficient numbers of the public to influence 
the overall effectiveness of modern psyops, partic-
ularly as the techniques become more sophisticated 
over time. While this may help in at least reducing the 
impact of more rudimentary campaigns that rely on 
simple bots, it may not serve as a long-term solution. 

Changing Platform Behavior

The internal policies of online platforms play a large 
role in shaping the ecosystem in which online psyops 
campaigns take place and defining if they will be 
more or less effective. Facebook policies, for in-
stance, were considered to have contributed to an eco-
nomic ecosystem around “fake news” that may have 
shaped the 2016 US election result.90 Similarly, the 
relatively liberal policy of Twitter towards bots has 
also been seen as one reason the platform has played 
host to a rich ecosystem of them in recent years.91

Shaping these policies may play an important role in 
making modern psyops campaigns more or less at-
tractive to state and non-state actors. Nations might 
collaborate to find ways of encouraging or pressur-
ing platforms to change policies towards this end. 
These interventions might include more proactive 
interventions on the part of the platform to detect 
and halt misinformation, more stringent require-
ments on connecting accounts to real-world iden-
tities, increased disclosure to authorities about ac-
tivity on the platform, or more active banning of 
accounts found to be engaging in these campaigns. 

Of course, these interventions come with their own 
challenges. For one, companies are likely to resist 
many of these changes, since they will tend to re-
duce the ease with which new users are able to join 
the platform and thereby slow platform growth. 

90 Lee, “Facebook’s Fake News Problem, Explained”; Silver-
man, “This Analysis Shows How Viral Fake Election News 
Stories Outperformed Real News On Facebook.” 
91 Hernandez, “Why Can’t Twitter Kill Its Bots?”

Platforms may also not wish to become engaged 
in policing this type of campaigning and taking on 
the editorial role of determining what is and is not 
factual.92 Secondly, even if the platforms were 
willing to take on this role, heavy-handed or poor-
ly crafted policies may work to limit or chill politi-
cal speech on these platforms, which may outweigh 
the benefits of curtailing online psyops campaigns. 

Post Hoc Interventions

The interventions discussed above attempt to prevent 
online psyops campaigns prospectively before they 
are even launched, or hinder them while they are in 
progress. However, there are a series of approaches 
that may be tried that influence the state of play after 
a campaign has been completed. These may be use-
ful to consider in part because the full damage pro-
duced by a campaign may not be known until it is 
completed, and because it may take time for investi-
gators to attribute the techniques to a particular actor. 

As discussed above, for non-state actors, the interna-
tional community might move towards agreements that 
enable criminal extradition for individuals and groups 
engaging in psyops campaigns towards other nations. 
This might raise the stakes for groups attempting to ex-
ecute campaigns of government destabilization across 
borders, particularly if any of the above techniques in-
crease the ability for nations to attribute these efforts 
effectively. Nations may also have aligned interests 
in these cases to constrain third-parties who may be 
offering sophisticated psyops techniques for hire—
as in the Sepúlveda case mentioned above—and en-
suring that governments maintain a relative monop-
oly on the most advanced approaches in the space. 

For state actors, the international community might 
recognize a system by which nations may be able to 
retrieve some form of compensation for the harms 
generated by psyops campaigns. This would recog-
nize that the use of these techniques on some lev-
el is challenging to preclude entirely, and that at-
tempts to shape online platforms themselves may 
not be particularly effective in hindering these cam-
paigns. In the alternative, the international commu-
nity would establish a cognizable monetary penalty 
that targeted countries could pursue that would raise 
the costs of supporting and deploying a defined set 
of impermissible persuasive techniques. Disputes 
of this kind could then be integrated into the inter-

92 See, e.g, Lessin, “Facebook Shouldn’t Fact-Check.” Article 
suggesting that users may not want them to take on this editorial 
role, either.
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national system of courts, leveraging existing and 
credible institutions to help enforce this agreement. 

Bans and Disclosure Regimes

Perhaps the most dramatic interventions would in-
volve categorical bans by the international communi-
ty from using certain types of persuasive techniques, 
and mandatory disclosure regimes that would at-
tempt to enforce such a ban or at least track nation-
al behavior around certain types of online psyops. 

However, such an approach seems unlikely. Psyops 
has been a long-standing component of national mil-
itary strategy, and it is difficult to cleanly distinguish 
the modern generation of online techniques from ones 
in the past, even though they may grow more effective 
over time. Even assuming international willingness 
to take up such a ban, this inherent ambiguity may 
make it difficult to enforce, or at the very least easy 
to evade. Moreover, these agreements would leave 
aside the issue of non-state actors using these tech-
niques, an important part of the strategic landscape 
as the cost of executing the campaigns continues to 
fall. For these reasons, it does not seem likely that 
this will be an effective means of approaching the 
potential instability presented by these technologies. 

Conclusion

Concerns around the international impact of online 
psyops is not new. Responding to a 1999 UN Sec-
retary-General call for comments on developments 
in telecommunications in the context of internation-
al security, Russia wrote of its concern around “in-
formation weapons,” defined as including “use of 
information to the detriment of a State’s defence, 
administrative, political, social, economic or other 
vital systems, and the mass manipulation of a State’s 
population with a view to destabilizing society and 
the State.”93 At the time, it called for an internation-
al legal basis for identifying and creating a means 
of “[p]reventing the threat of the use of information 
of technologies and means to influence social con-
sciousness” with a view towards destabilization.94 

These proposals did not advance at the time, but in 
light of the modern context, it may be necessary for 
the international community to reexamine these calls 

93 UN General Assembly, “Developments in the Field of Infor-
mation and Telecommunications in the Context of International 
Security.”
94 Ibid. 

for action. The sphere of online activity has only ex-
panded since the early 2000s, and the techniques for 
manipulation of public opinion have only become 
more sophisticated. As psyops continues to advance, 
the trajectory of the technology seems poised to en-
courage greater adoption of these techniques by state 
and non-state actors, and for their disruptive impact 
to grow over time. Particularly in the wake of the 
revelations surrounding Russian involvement in the 
2016 US presidential election, identifying effective 
approaches and common norms to address the use of 
these techniques may now be more urgent than ever. 

As the discussion around cyberwarfare and the in-
ternational norms around it continues to evolve, it 
is critical that the development and deployment of 
persuasive arms become part of the discussion. Any 
single intervention will not serve as a “silver bullet” 
given the great number of potential actors and tech-
niques at play, but further investigation—along the 
lines outlined above and beyond—should be pre-
pared as the ecosystem continues to evolve rapidly. 
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